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Figure S4: A) Within-participant gaze decoding obtained by training and testing the model on different data partitions of all
participants within a dataset. B) Across-dataset gaze decoding obtained using leave-one-data-set-out cross-validation. We
plot the R2-score as implemented in scikit-learn (Pedregosa et al., 2011) between true and decoded gaze trajectory for the
five key datasets featuring fixations, 3x smooth pursuit and visual search. Note that R2 can range from negative infinity to
one. The results of datasets 1-3 were obtained using the fixation target labels, the ones of datasets 4-5 were obtained using
camera-based eye tracking labels. Participants are color coded according to predicted error (PE). We plot Whisker-box-plots
for Low-PE participants and single-participant data for all.
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Figure S5: Gaze decoding evaluated using camera-based eye tracking for smooth pursuit datasets 3-4. Model performance
expressed as the Pearson correlation between true and decoded gaze trajectory for the datasets with camera-based eye
tracking. Because the visual search dataset 5 used labels obtained using camera-based eye tracking as well, we additionally
plot the results obtained for this dataset again for the sake of completeness. Participants are color coded according to
predicted error (PE). We plot Whisker-box-plots for Low-PE participants and single-participant data for all.

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted December 1, 2020. ; https://doi.org/10.1101/2020.11.30.401323doi: bioRxiv preprint 

https://doi.org/10.1101/2020.11.30.401323
http://creativecommons.org/licenses/by-nc-nd/4.0/


28

Figure S6: Normalized test error as a function of howmany participants were used formodel training plotted for three differ-
ent viewing behaviors. We plot single participant data (dots) as well as the across-participant average model performance
(black lines). Error bars depict the standard error of the mean. Right panel shows the average across datasets.
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Figure S7: Visualisation of eyeball and visual cortex (V1) masks used for decoding in Figure 2E. Eyeballs were manually seg-
mented in the structural scan of the SPM-template participant "Colin27". The V1 mask was obtained by thresholding the
Juelich-atlas mask "Visual_hOc1.nii" at 60 percent probability. MNI coordinates added. For decoding, both masks were
resliced to 2mm isotropic to match the voxel resolution of our template space.
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Figure S8: Sub-imaging decoding resolution. A) Group results when all 10 sub-TR samples are considered for computing the
Pearson correlation between true and decoded gaze trajectories. Participants are color coded according to predicted error
(PE). We plot Whisker-box-plots for Low-PE participants and single-participant data for all. B) Similar standard deviation of
real and decoded gaze labels within each functional volume (TR), i.e. if the 10 real gaze labels of a TR had a high standard
deviation (indicating larger eyemovementswithin this TR) then the 10 decoded gaze labels showed a high standard deviation
as well. We plot the Pearson correlation between the within-TR standard deviation computed using the full time course of
each participant as Whisker-box-plots and single-participant data as dots.
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Figure S9: No correlation between eye movements and head motion in visual search dataset 5. Eye movements were com-
puted as the vector length between gaze positions of subsequent volumes. Head motion estimates reflect the 6 SPM12-
realignment parameters. We plot Whisker-box-plots of this correlation computed for gaze labels obtained with camera-
based eye tracking as well as with three cross-validation schemes of DeepMReye (within-participant-, across-participant-
and across-dataset prediction).
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Figure S10: General-linear-model (GLM) group results for the contrast ’Far vs. short eyemovements’ during visual searchwith-
out accounting for the hemodynamic response function. We plot the F-statistic of this contrast superimposed on a template
surface (fsaverage) for gaze-labels obtained with camera-based eye tracking (first panel) as well as for three DeepMReye
cross-validation schemes. Within-participants: All participants of a dataset were included with different partitions in model
training and test. Across-participants: Different participants were included during model training and test. Across-datasets:
Different datasets (and hence also different participants) were included during model training and test.
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